A PRIORI ABDUCTION

It has been observed that while “All events have a cause” is a synthetic statement making a factual claim about the world, “All effects have a cause” is analytic. When we take an event as an effect, no inference is required to deduce that it has a cause since this is what it means to be an effect. Identity without first-order logic should suffice for this deduction. I will be arguing that abduction works in the same way through semantic facts that follow from the way the effect is represented to us in our representational states.

Henry likes to hike. He likes to get back to nature and is familiar with the sounds, smells, and sights of the forest, and can identify their sources: the bird by its song, the flower by its fragrance, and the animal by its tracks. Out hiking one day Henry sees a track and thinks “Aha! That is a bear track! A bear has passed this way recently.” What is the relationship between these two statements?

Many accounts seem to say that there is an inference from effect to cause and/or from sign to thing signified that the inference from “That is a bear track” to “A bear has passed this way recently” exemplifies. If there is such an inference, then the question is whether this inference is deductive, inductive, or of some distinct third kind that may be labelled abductive. Walton, Reed and Macagno say that it is an abductive inference: “The given data are the bear tracks, and the best explanation of the data is that a bear passed this way producing the tracks. . . . Reasoning backward from the given data of the tracks, we infer a causal explanation for how the tracks came about.”1 

Fumerton argues that abduction or inference to the best explanation is not some third, distinct kind of inference but can always be reduced to an enumerative inductive argument such as: (1) In all (or most) cases in which we have observed bear tracks there were bears present just prior to the existence of the tracks; (2) Here is another case of bear tracks; (3) Therefore, a bear was present just prior to the existence of these tracks. According to Fumerton, the inductive scheme2 explains why we do not infer to some more specific causal hypothesis. For instance, the passage of some particular bear – call it Halle – would causally explain the presence of the tracks just as well as some unspecified bear, yet Henry does not, on perceiving the bear track, say “Halle has passed this way recently” unless he has some additional reason to rule out alternative bears.3
Caution must be shown about what is being claimed here. It might be claimed that IBE and enumerative induction are (i) the same form of inference differently expressed; (ii) different forms of inference but with a common form of justification; or (iii) different forms of inference with different justifications. Walton seems to be arguing for (iii) since he takes abduction to be a species of presumptive argument, itself a genus of argument distinct from deductive or inductive arguments.4 Fumerton’s position is a little more difficult to pin down. If his analysis is meant, as he seems to say at first, as a reduction of the abductive argument then he is arguing for (i), but if he is only showing that there is a logically or epistemically prior inductive argument that authorizes this use of abduction then he is arguing for (ii).5 I think that his position is that since they have the same form of justification then there is good but not conclusive reason to think that IBE is enumerative induction differently expressed, i.e.,(i), but that (ii) is true if (i) is not. Hence, he remarks that although proving that IBE and induction lead to the same inferential consequences does not necessarily imply that IBE cannot be an independent kind of reasoning “we have surely cast even more doubt on what must be an initially implausible view, namely that we can have a priori knowledge that theories exemplifying some set of properties, C, are more likely to be true than not”.6 Fumerton seems to be saying that if an inference can be grounded on induction, and we need to ground at least some inferences on induction, then we should ground the inference in question on induction as well. This is curious in a couple of ways. Firstly, it begs the question against someone like Harman who would claim that induction collapses into IBE7 – if IBE and induction ground exactly the same set of inferences then you could just as equally argue that IBE is the only form of non-demonstrative inference and comprises the common justification. Secondly, it almost seems as if Fumerton is saying that induction is a better explanation than IBE of why particular inferences are justified, even if IBE cannot be ruled out. But this itself seems to have the form of IBE!

In this paper, I will show that both of these ways of looking at it are false descriptions of how we actually reason in this kind of situation, and that it is only in a particularly trivial sense of the word ‘inference’ that an inference is performed at all. We reason in an a priori manner by elaborating the meanings of our concepts, and this is something that we do not generally need to do consciously. We do not say to ourselves “If this is true, then that is or probably is true”. We do not need an argument, as I will now show.

The point is simply that “bear track” is a causal concept – a description of an effect – and just means “a track caused by a bear by its passage.” So, at least part of what Henry means when he says or thinks “That is a bear track” is “A bear has passed this way.” This is an entirely a priori matter. It is simply a mistake to think that we reason “That is a bear track. Therefore, a bear has passed this way recently.”8 We do not apply a rule of inference but, at best, substitute an identical.9 Bear tracks and footprints bear their causal history on their faces, as it were, as part of their semantic value. The truth of “A bear passed this way” is implied by, but does not imply, the truth of the statement “That is a track caused by a bear by its passage” – which statement is equivalent to “That is a bear track” – but only because it is part of the truth-conditions of that statement and not because it has to be inferred from the statement by some logical rule of inference. This deals in a very straightforward way with Fumerton’s point that we do not infer that Halle passed that way: Halle is not included in the concept we associate with “bear track” and hence is no part of Henry’s perceptual content. If there is ‘thick’ perceptual content then there is no reason not to say that what Henry perceives is the passage of the bear. Henry does not perform an inference. His observation could be wrong, and he could be misrepresenting what he observes, but this is beside the point.

The assumption that representational states have this thick content can be challenged. It might be objected that “That is a bear track”, uttered as an observation report, really only means “That looks like a bear track” or even less committally, “That is something that looks to me like a bear track.” In other words, our representational states are more modest in their ontological commitments and it is only for pragmatic reasons, e.g., because we want to avoid being stared at, that we do not walk around saying things like “That looks like my hand” or “I believe that I am now sitting at my desk, but I could be dreaming.” A contextualist would say that sceptical hypotheses are simply not relevant in this context of discourse, leaving it open whether those hypotheses should be guarded against in the semantics of our representational states. We say more than we are strictly entitled to, more than we can take ourselves to know, more than our representations entail; a wedge can be driven 
between the ‘thick’ contents of what we say and the ‘thin’ contents of what we think.
Let us consider these alternative contents in order. Even in Henry’s case, who we should remember is an expert on these things, there may be cases where the spoor is disturbed and he may think to himself “Well, I’m not sure, but it looks like/could be/might be a bear track.”10 From such a content the fact that a bear passed that way is not guaranteed, but it is, I claim, warranted in much the same way as it was from “That is a bear track.” This can be seen from the trivial syntactical fact that “looks like they were made by a bear” contains “made by a bear”, which leads to the equally trivial semantic fact that the concept denoted by the former phrase is parasitic on the concept denoted by the latter phrase. If there were no conceptual connection between looking like a bear track and being a bear track it would be possible that nothing that ever was a bear track looked like a bear track, but this is not just an empirical improbability but a conceptual impossibility. Just because there is a conceptual connection does not entail the obvious falsehood that anything that looks like a bear track really is a bear track, but only that if the question is raised of what caused whatever it is that looks like a bear track then no additional factual information is required in order to reply, with appropriate admissions of fallibility, “Probably a bear.” The warrant is a priori in this case just as much as in the last.11
Let us now consider thin contents as expressed by “That is something that looks to me like a bear track.” The attraction of such a view is that no ontological claim, no existential proposition referring to a mind-external world, is ever guaranteed to be true by the mere existence of a representational state, so if perceptual beliefs are to have the happy distinction of being infallible and thus functioning as the basic beliefs on which all strong foundationalist models of knowledge depend, the content must be so ‘thin’ that there seems to be no possibility of its being wrong or misrepresented. Only something like “That is something that I take to be a bear track” or “That is something that looks to me like a bear track” or “I am being appeared to bear-track-ly” has this kind of infallibility, since even “That looks like a bear track” reports an objective, mind-independent resemblance. The result, of course, of this kind of epistemology, is that thin contents like these seem capable only of expressing an uninteresting fact about your mental life and hence our knowledge is never able to break out of the circle of our own mental states, whereas perceptual beliefs and statements would more naturally be taken as beliefs and statements about the world. I do not think that we should allow the requirements of an epistemological theory, especially an obsolescent one like strong foundationalism, to dictate to us what the semantics of our representational states should be; knowing ‘thick’ contents and the ontological claims they make to be fallible should not deter us from the view that these contents are how our experience is represented. It just seems psychologically unlikely that our mental contents are as thin as this, and difficult to see what evolutionary advantage would be gained by such caution. 
Consider a third kind of case where the content does not contain “bear” at all. Suppose that Henry takes his son Ian on one of his hiking trips and tries to teach him about the forest. Henry points at the track and asks his son what animal he thinks caused it. Unskilled, Ian cannot recognize it as being a bear track, but can tell that it is a track of a large animal. Just as Henry can make the inference from unspecified bear to Halle if and only if he has reason to believe that Halle is the only bear that could have made those tracks, equally Ian can make the inference from an unspecified large animal to a bear if and only if he has reason to believe that there are bears in the forest and only they could have made those tracks, or at least are far more likely to have made those tracks than any other large animal that could have done so. For Fumerton, this would be an additional premise that is supported by evidence from enumerative induction. This seems fine as far as it goes and I think we can accept this as an account of how such an inference is justified, i.e., as demonstrating (ii) above, but it leaves out the question of what that evidence is. When we have filled this in, I think that Fumerton’s account is once again descriptively inadequate; I do not think that Fumerton succeeds in establishing (i). We do not reason via the enumerative induction, or indeed via any general statement.
There are two possible sources of evidence: perception and testimony. With regards to perception, suppose that, in the course of the hike, Ian has observed bears in the forest such that all or most of his perceptions of the activities or signs of large animals in the forest have been perceptions of the activities or signs of bears. On perceiving the track of a large animal, Ian will naturally infer that this is also the perception of the track of a bear. In this case, “That is a bear track” is inferred but not, it seems to me, in the sense that Ian forms a general statement from which he then reasons, but in the sense that in Ian’s epistemic context the concepts of “large animal” and “bear” have become closely associated. In some cases we might even say that they are contextually co-extensive, but the extensions need not be exactly the same in order for there to be an a priori warrant; it is not necessary that Ian contextually take “large animal” to mean, or to be identical with, “bear”, any more than “looks like a track made by a bear” means “is a track made by a bear.” A warrant may be a priori even without guaranteeing the truth of what is warranted. 

Suppose instead that Ian’s evidence for the presence of bears is testimony, e.g., he observed, on entering the forest, a sign saying “Warning! Bears!” We do not perform an inference as such from a warning of the presence of bears to the actual presence of bears for similar reasons to before. Although ultimately our faith in the warning sign is justified by some kind of statistical data regarding the reliability of such signs and the frequency of bears, we do not epistemically have this statistical data, but this does not matter as long as we are justified in believing that such statistical data exists, and we are justified in this because we are justified in thinking that whoever is responsible for the sign is observing the Gricean Maxim of Quality that states that you should not say that for which you lack adequate evidence. Although they may not be observing this maxim, and we do not know the statistical data regarding the frequency with which this maxim is actually observed, it is not an a posteriori but an a priori matter that we are justified in believing the warning sign once we have perceived the warning sign as a warning sign and as an attempt to communicate. Just as it follows as an a priori matter that when we perceive a shape in the ground as a bear track we perceive something made by a bear, it follows that when we perceive a collection of symbols as a warning sign then we perceive something intended to warn.

This abduction can be compared with the form of what Walton calls the parascheme for argument from expert opinion. A parascheme is a quick heuristic that is meant to approximate in its judgments the complete argumentation scheme. For instance, the parascheme for argument from expert opinion is given as:
E is an expert

E asserts A
A is true
This abbreviated version is less reliable than the full argumentation scheme because it does not consider critical questions or implicit premises.12 But, I would add, the parascheme can be abbreviated even further as:

A is an expert opinion

A is probably true

To perceive A as an expert opinion just is to perceive A as probably (given our current state of knowledge) true; no inference is required and we do not need to go through the list of critical questions in order to labour the obvious point that the expert must be an expert. If the expert is not an expert then A is not an expert opinion, simply because of what it means to be an expert opinion, and what this entails is that we have misperceived A which is not the same as committing a fallacy, as Walton himself says: “[T]he notion of fallacy is generally taken in logic to represent a fallacious inference of some sort, an argument from premises to a conclusion, and not merely a false or insufficiently substantiated explicit premise in the argument.”13 A fallacy is committed if, for example, we make a hasty generalization from some statistical data to the reliability of a particular person such that we mistakenly call him an expert.
The above analysis of testimony applies once something is taken as testimony, but I would now like to show why something should be taken as testimony, and conclude that it is because it results in the believer’s beliefs as a whole being more coherent. Let us return to Ian. Ian now has two facts: (1) That is a track made by a large animal; (2) There are bears in the forest. He also has the background knowledge that bears are large animals. Hence, a specification of (1) is (1*) That is a track made by a bear. There is a relation of mutual support that (2) has to (1*) that it does not have to either (1) or the thin (1´) That is a track that looks like it was made by a large animal (or, for that matter, by a bear). It is because Ian automatically takes these facts to be connected that he can infer that a bear has passed this way recently, and it should be noted that neither (1*) nor (2) are general statements. So again, Ian does not reason through any generalization.

The issue, then, is whether the preferability for two facts that mutually support each other over two facts that do not but otherwise have the same inferential consequences is a genuine or a fallacious form of reasoning. My response here must be brief, and it is this. Although Fumerton may be right in that there is not an a priori connection between explanatory virtue and inductive success, there is, so to speak, an a priori connection between explanatory virtue and the necessary conditions for inductive success, and vice versa. The world’s being structured (e.g., having laws and natural kinds) is a necessary condition of both, so both are sufficient conditions for the world’s being structured. It should be noted that this does not mean that explanatory virtue and inductive success are logically inter-dependent. If A is a sufficient condition for B and B is a necessary condition of C, A is neither a sufficient condition of C, nor a necessary condition of C, nor even an insufficient but necessary condition of an unnecessary but sufficient condition of C. However, by establishing B we have succeeded in making C more likely: C is only true in worlds where B is true, so eliminating worlds where B is false (e.g., unstructured worlds) is tantamount to raising the chance that C is true. This follows analytically from the probability calculus and is a priori. This shows only a symmetry between them and does not show that induction is successful or that there are any virtuous explanations; it shows that taking something to be a genuine explanation presupposes that induction is at least likely to be successful and taking something to be a valid induction is to take there likely to be a genuine explanation. Out of the potential explanations, the one that we are most disposed to take as the genuine explanation is the one that gives us the most coherent set of beliefs overall.14 Taking certain facts to be coherent is a necessary precursor to taking something to be an explanation or taking there to be an explanation. Coherence makes the existence of an explanation more likely, and the existence of an explanation makes it more likely that the world is structured. Just as when we perceive a collection of symbols as a warning sign then we perceive something intended to warn, equally when we perceive something as an explanation then we perceive something intended to explain, viz., a description of a world that is mostly true and can be investigated and corrected using inductive methods.
It is from semantics, from a priori reasonings about the meanings of our concepts, rather than from applying a formal system of deductive or inductive logic that we make abductive inferences. Despite the popularity of “footprint” type examples in the literature, it might be objected that these form degenerate cases and that real abductive inferences involve choosing the best candidate from a range of explanatory or causal hypotheses, and that the events that we are attempting to account for in these cases is described without their causal history conveniently embedded in their semantic values. The well-know Semmelweiss example might be taken as an example of this kind of abduction. I have not argued the point here, but I have yet to be convinced that there is anything in these types of examples that cannot be handled by eliminative and concatenated inductions. Of course, this does not imply that there are no such things as explanations, and it is partly because such hypotheses are taken to have explanatory power that these inductive methods are justifiedly taken by those applying them to be truth-conducive. This does not require us to be committed to any particular model of explanation, or to the correctness of any given list of explanatory virtues, but only to the non-vacuousness of the concepts of explanation and explanatory virtue.
NOTES

1. See Walton, Reed and Macagno (2008, 170). Walton thus identifies abduction with inference to the best explanation. Without wishing to adjudicate on the views of various philosophers who wish to separate these, I will likewise adopt this as a convention and take abduction and inference to the best explanation to be interchangeable.

2. It is common to call such inference schemes “inductive” because the major premise reports an inductive generalisation. I believe it a mistake to think of the inference or argument as inductive; it is deductive, since it follows from the generalisation by rules of probability calculus that are completely deductive in nature. However, I will also adopt the convention of calling these schemes inductive. 
3. See Fumerton (1980).
4. See Walton, Reed and Macagno (2008, 170-72). I have my doubts about the distinctness of so-called presumptive reasoning, but this is not the place to air them.
5. For instance, an induction may authorize my use of a crystal ball for predicting the future by looking at the incidence of true predictions in the class of all predictions made using this method, but this would not mean that gazing at a crystal ball is an inductive method. It is not clear whether Fumerton fully appreciates this point.
6. See Fumerton (1980, 598).

7. See Harman (1965).

8. I concede that an inference seems to be required in order to add the word “recently”, but it is not this that philosophers have been concerned with.

9. What if the thinker does not know that the substituend is identical? Note that in general {Bp, p(q} does not entail Bq (B being an epistemic operator such as belief) and nor does {Bp, p(q}. In the bear track case, though, it seems to me that the propositions are identical {Bp, p=q} and not just materially equivalent, in which case the thinker could still be said to believe that that is a track made by a bear by its passage, and hence that a bear passed this way. If he appears uncertain then this is because he is unable to produce the sentences “A bear has passed this way” or “That is a track made by a bear”. The sentential functions “___ is a bear track” and “___ is a track made by a bear” are distinct even if the propositions they express after identicals have been substituted into their argument places are not. As O’Shaughnessy (1980, 153-54) puts it, just because the propositions are identical does not mean that all the sentences we would take to express them can indifferently be intentionally used; we should not confuse an episode of thinking with an episode of sentence-production. Much here depends on one’s theory of the attitudes and will not be discussed further. It will be assumed that Henry realizes that the phrases “is a bear track” and “is a track made by a bear” apply to the same individuals. 

10. Although they slip from this in his ensuing explanation as quoted earlier, when Walton, Reed and Macagno (2008, 170) refer to “tracks that look like they were made by a bear” as the data from which the conclusion is inferred they seem to be following this interpretation, insisting on a thinner perceptual content that is nevertheless transparently about a mind-independent object. The sequel will show that this makes no difference to the warrant.
11. The conditional that says “If it walks like a duck and quacks like a duck, then it is a duck” is easily recognized as a methodological principle of reasoning rather than as an empirical generalization. It is available to any reasoner irrespective of whether they have observed ducks or even know what the word “duck” means, provided that they know what the word “like” means.
12. See Walton (2010, 168-74).

13. See Walton (2010, 174).
14. This disposition is, I think, just an empirical fact about reasoners in the actual world. The basic idea is that coherence governs the choice of potential explanations, and that once chosen, everything else follows from conceptual connection. As I have shown in the paper, we can reason along conceptual connections even when they are weaker than necessity, so it would not harm my case if the world’s being structured were not actually necessary but only strongly relevant to explanatory virtue and inductive success. 

Perhaps this is not a very strong argument, but one way to strengthen it is to draw an analogy to deduction. What deduction tells you is that if the premises are true then the conclusion must be true. But given a deductive argument, if the reasoner will not accept the conclusion then it is always open to him to reject one of the premises, or even to reject a rule of inference; our doubts about a particular pattern of reasoning may be removed or exaggerated by our beliefs about the conclusions of other arguments instantiating the same pattern, and our doubts about a particular premise may be removed or exaggerated by our beliefs about the conclusions of other arguments utilizing the same premise. As Quine remarked, we tend to choose the option that requires the smallest adjustment to our web of beliefs as a whole. 
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