BIRDS FLY, EXCEPT WHEN THEY DON’T
Consequent to the perceived shortcomings of formal logic there has been a proliferation of forms of argument that their proponents claim are valid despite not being deductive or inductive. This paper concerns the presumptive arguments championed by Walton and aims to show that it instantiates the same form of probabilistic reasoning as is modelled by Hempel’s inductive-statistical model. The moral I wish to draw is that we should not be too hasty in moving beyond the well-established canons of deductive and inductive reasoning.

Arguments like

Birds fly

Tweety is a bird
Therefore, Tweety flies1
are, Walton tells us almost ad nauseum, defeasible and non-monotonic. Deductive arguments are not defeasible and are monotonic. Therefore, we can safely conclude that the Tweety argument is not a deductive argument. If “Birds fly” means the same as “All birds fly” then it is false in the case where Tweety is a penguin, because the falsity of the conclusion (“Tweety flies”) would imply, by modus tollens and given that the minor premise (“Tweety is a bird”) is true, that the major premise is false. Construed deductively the argument is simply unsound, yet it seems wrong to conclude that this is simply a bad argument, since on learning that something is a bird it seems reasonable to conclude that it does fly, even though you know that this inference fails in certain exceptional cases. So, the Tweety argument should be construed in such a way that it is defeasible and non-monotonic, which is to say, in a way such that the falsity of the conclusion does not imply the falsity of the premise and the unsoundness of the argument. 
Inductive arguments are defeasible and non-monotonic, but Walton also denies that the Tweety argument is an inductive argument; it is, he says, a third kind of argument that he calls presumptive. To establish this claim Walton needs to show a third way to interpret “Birds fly” distinct from “All birds fly” and “Most birds fly.” The aim of this paper is to show that Walton fails to do this. No distinction between inductive and presumptive arguments can be sustained. All defeasible and non-monotonic arguments can be put into an inductive form, e.g., “Birds fly” means “Most birds fly.”
One alternative way of interpreting “Birds fly” is as the premise of something like a practical argument (Walton 1992, 37), viz.,
DEFAULT CONDITIONAL: For a typical x, if x has property F, then we can presume, subject to default in non-typical cases, that x has property G. 
We can disregard for the time being what might be meant by “we can presume __” and satisfy ourselves with noting that “presume” denotes some kind of action. I am concerned at the moment with the appeal to being “typical”. If the argument were
If x has property F, then we can presume that x has property G 
A has property F
Therefore, we can presume that A has property G
then it has the form of modus ponens, albeit in a practical syllogism.2 Ullman-Margalit (cited in Godden & Walton 2007, 330-32) takes “we can presume __” as a kind of operator and moves it so that the whole conditional and not just its consequent is within its scope:
We can presume that if x has property F, then that x has property G 
A has property F
Therefore, we can presume that A has property G
Here the conclusion is not that A has property G or the instruction to presume that A has property G but the fact that A has property G is presumed. This is not deductively valid as it stands but does not seem to vary in essence from the previous argument and I am sceptical whether a claim using an operator of this sort can be established that does not in the end reduce to or is at least backed by a probability statement like “Most Fs are G,” in which case there is nothing special about presumption.
The major premises of these arguments are not default conditionals, however, since they do not mention typicality at all. A version that includes typicality would be
If x is typical3 and has property F, then we can presume that x has property G 
A has property F
Therefore, we can presume that A has property G
Deductively, nothing follows now unless we know that x is typical, e.g., that Tweety is a typical bird, and we do not know this, yet we can still use this argument.
However, could we not add “Tweety is a typical bird” or “If x is a bird, then x is a typical bird” as an implicit premise? For any arbitrary bird, including Tweety, it will be true more often than not that that bird is typical, simply because of what it means to be typical. This gives us a deduction again.4 Or we could equally use instead “Most birds are typical birds” as the implicit premise; this premise is analytically true, again following from what it means to be typical. The argument in this case is inductive, or at least an inductive theoretical (not practical) argument to the same effect can be given, viz.
Most Fs are G
A is an F
Therefore, (probably) A is G
Walton seems to disregard this connection between typicality and probability, since he insists that the exceptions cannot be described in probabilistic terms. If he means to describe the exceptions individually, I do not see that we need to do this; all that we need to make the inference go through is the knowledge that the exceptions are in the minority, and this must be the case, otherwise (G would be typical.5 I think that Walton would give a different, non-probabilistic interpretation of what it means to be typical, but I have yet to find any clear statement of what this interpretation might be.
The default condition’s appeal to typicality is, in my opinion, an unhappy one if Walton wishes to claim that inductive and presumptive arguments are distinct, but he perseveres with it. Thus, he writes:
Plausible (defeasible) generalization: “Typically, F are G.” . . . normally you can expect F to be G in a typical case, but an F may fail to be a G in an exceptional case.

Inductive generalization: “Most [many] F’s are G.” This type of claim is based on data that is collectible and/or countable. . . . Where a specific number . . . is given, the claim is called a statistical generalization. (Walton 1992, 164)
From this we see that the difference between plausible and inductive generalizations is not a question of whether a numerical probability can be assigned, since a generalization can be inductive (but not statistical) without this. What, then, is the difference? We are still struggling to find a difference between inductive and presumptive arguments. In fact, the plausible generalization as it is expressed above is perilously close to being a tautology or a definition of what is “normal”, in which case it is not defeasible after all.
Maybe Walton would say that there are cases where we do not have the statistical data. This seems to be the thrust of the definitions above. But supposing that we are acting rationally in using the argument, we must have some reason for believing it to be probative, for believing in the existence of such statistical data even if we do not know any of its content; we may not know how flight capability is statistically distributed through the population of birds, and we may conceivably have never observed a bird, but we may be going, for instance, on the testimony of experts, and validly reason (using, e.g., Grice’s Maxim of Quality) that the expert would not say that birds fly in the absence of adequate supporting evidence. 
Besides, it does not follow from the fact that we are “taking somebody’s word for it” that there is this evidence that the argument is thereby non-probabilistic or the generalization not inductive. Salmon paraphrases the argument from expert opinion as the inductive argument

Most statements made by E are true
A is a statement made by E 

Therefore (probably), A is true
which Walton remarks fails because “[i]n a case where one expert makes the statement A, and another makes the statement not-A, it follows that A is probably true, and also not-A is probably true. However, such a situation is not possible in the probability calculus” (Walton 1992, 64). Indeed, such a situation is not possible (except under a metalinguistic reading such as is used in Hempel’s inductive-statistical model as will be explained later) so one of the conclusions is false under both a modal reading and under Walton’s preferred reading, as I will now show.
Beginning with a modal reading, nothing really changes if we change “(probably), A is true” to “(plausibly), A is true” on a modal reading of “plausibly”. It cannot be the case, if the conclusion is detached as it is on a modal reading, that it is both plausible and not plausible that A is true. If “Tweety is a penguin” is a premise of the argument then Tweety’s flying is implausible because it would have the implausible consequence that a penguin flies, and this is implausible because of the background assumption that “No penguins fly”. But, surely, here the loss of plausibility can be expressed in terms of a frequency ratio, i.e., by indicating a reference class (penguins) that cancels the inference. The critical questions can be seen, and should be seen, as geared towards identifying the relevant reference classes to calculate, however roughly, how much weight we should put on the premises. Similarly in the case of the experts: the fact that different probabilities can be derived (by the ratio of the number of true statements to the number of statements made by each expert) for the conclusion in each of the two arguments would not matter if both probabilities could be described as more plausible than not, but in the example given this is not the case since the experts contradict each other. The natural and correct reaction to this situation is to say that one of the experts is simply wrong, which is the same as saying that one of the inferences is defeated. This can all be perfectly well explained using frequency ratios and does not require any special modal operator.
An analogous problem seems to appear on Walton’s preferred reading of “It is plausible that __”, because it implies that the agent has inconsistent attitudes towards A. What is this reading? This brings us back to the postponed question of what “we may presume __” might mean. It might mean that making the inference that x has property G is permissible, in which case it corresponds to the notion of a Toulmin warrant. Toulmin’s (2003, 28) concept of warrant is based on his concept of force: “By the ‘force’ of a modal term I mean the practical implications of its use: the force of the term ‘cannot’ includes, for instance, the implied general injunction that something-or-other has to be ruled out in this-or-that way and for such-a-reason.” 
Toulmin talks in terms of probability rather than plausibility, but means by 
this not, for instance, a relative frequency, which he says is only a measure of probability (Toulmin 2003, 73), but only a kind of injunction or force weaker than an assertion. Toulmin’s probability seems to be identical to Walton’s plausibility. “Tweety is probably a bird” is not, for Toulmin, about some probability (a modal reading), or about some relation to the evidence (a metalinguistic reading), but about Tweety, and differs from “Tweety is a bird” only by qualifying it. When Toulmin says that something is probable and Walton says that it is plausible, it is not an assertion of a hedged conclusion but rather the hedged assertion of a conclusion. “It is probable that __” functions as an indicator of a psychological mode (e.g., tentative belief) or perhaps an illocutionary force.
Now, I would say that an argument should not be thought of as comprised of speech acts but of the propositional contents of these acts. Hence, forces do not belong there. Certainly, one utters a conclusion with the expectation and intention to bring about certain perlocutionary effects such as ruling something out of consideration or implying that you should act on something unless you have evidence to the contrary, and similarly if one is speaking sincerely then one must believe that what one is saying is true, but we should not conclude from this that the meaning of “Tweety (plausibly/probably) flies” is either “Tweety should not be ruled out as capable of flight” or “I believe with a sufficient degree of confidence that Tweety flies”. Toulmin (2003, 59) rightly rejects the latter but curiously endorses something like the former. Assuming that the speech act is performed successfully, certain mental states given by the conditions of satisfaction can be inferred from the speech act, but they are not what the speech act actually says; Toulmin confuses truth-conditions with speech-act conditions.
Still, let us put this to one side. Next, Toulmin distinguishes between warrants 
and their backing. Statements such as “Birds fly” are warrants and have the force of licensing inferences from “__ is a bird” to “__can (probably) fly”; “we can presume __” then means roughly “we can tentatively infer __”. Walton’s presumptive argument then looks very similar to Toulmin’s (2003, 102)
(D) Petersen is a Swede.

(W) A Swede is almost certainly not a Roman Catholic.

So, (C) Petersen is almost certainly not a Roman Catholic.

Although the warrant (W) is not about statistical information, it is backed by statistical information (B), and it is the backing that ultimately justifies the use of the warrant. The warrant (W) tells you that you can make an inference to a conclusion (C) from the data (D), and the backing (B) tells you why. We can put the backing into the argument and take out the warrant, to give
(D) Petersen is a Swede.

(B) The proportion of Roman Catholic Swedes is minute.

So, (C) Petersen is almost certainly not a Roman Catholic.6
In the first argument the warrant is explicit and the backing implicit, whereas in the second the warrant is implicit and the backing explicit. Note, though, that these are not two distinct forms of argument, as Walton would have it, but exactly the same argument in which different things have been made explicit. If Walton sees presumptions on the model of Toulmin warrants, then this does not support his thesis that there is a distinct kind of argument involved. Walton’s presumptions amount, I will show, to warrants without backings, and are therefore unjustified.
Rather than give a semantic analysis of this ‘force’ reading of “we may presume __” Walton seems to give it an operational definition as denoting a special speech act of presuming.7 The way presumptive reasoning works can be shown by modelling it as a dialogue in which making a presumption is a particular kind of speech act that shifts the burden of proof (this shifting being the force of the warrant). Consider the following conversation:

CAROL: Foetuses are human beings.

ALICE: What is your evidence?

CAROL: What is your evidence that they’re not?

Carol here is committing the fallacy of argumentum ad ignorantiam; she has evaded the burden of proof by illegitimately shifting it onto Alice. If the conversation continues:

ALICE: That’s the fallacy of arguing from ignorance.
then it is illegitimate for Carol to reply:

CAROL: It would have been a fallacy if I had uttered it as an assertion, but I only uttered it as a presumption; therefore, the burden of proof is on you to disprove it.

This would trivialize making a presumption and allow you to shift the burden of proof more or less at will. However, according to Walton, by using an argumentation scheme she can shift the burden of proof legitimately onto Alice. For instance, she might give an argument from consequences like:

CAROL: Maybe I don’t know that foetuses are human beings. But if they are, then abortion is murder, and we should not permit murder. Therefore, we should assume that foetuses are human beings unless we have very strong evidence to the contrary.

Alice can shift it back to Carol by asking one of the critical questions associated with the argumentation scheme which Carol must answer or else retract her original statement. But Carol is never required to provide positive evidence for her claim, only negative evidence that the argumentation scheme is being correctly used in this case.
The warrants provided by argumentation schemes have the illocutionary force 
of a presumption, this force being stronger than mere supposition and weaker than an assertion – this is what I meant by the phrase “hedged assertion”.8 Where does this force come from? Walton (1993, 126) is not unaware of this problem and comments: “[I]f presumptions can go forward in an argument without evidence sufficient to prove them . . . does this not mean that argumentation based on them can become rampant, even empty speculation – mere conjecture, perhaps masquerading as argumentation that compels rational acceptance?”
For Toulmin, I think, the force to shift burden of proof would come from the backing, and the backing is statistical data that is asserted, not presumed or supposed. Toulmin and Walton seem to be at odds on this issue. Obviously, one cannot simply choose to utter something as a presumption; it was not permissible for Carol, when charged with arguing from ignorance, to simply say “I meant my statement as a presumption.” She has to provide an argumentation scheme. But how much of an obstacle is this really? Note that it does not seem to be necessary that the argumentation scheme be used correctly to shift the burden of proof, since correctness can only be ascertained in the process of asking and answering the critical questions, by which time the burden is already shifting from one participant to the other. There is a gap in Walton’s theory where a justification for shifting the burden of proof needs to go, and if this gap is filled with deductive or inductive argumentation, then the account fails. The worry is that presumption has been introduced because it is necessary for the theory and without any independent motivation or evidence for its existence. 
Even if we assume for the sake of argument that presumption can be construed as this special kind of speech act, can Walton consistently claim that the conclusions attested by both experts can be true? I don’t see how. To utter a speech act involves some attitudes towards the propositional content of your utterance, and so does a listener’s taking that content as a reason to believe something – a conclusion can no more have dissonant attitudes towards it by the same agent than it can have different probabilities, or else the agent is irrational.9 
Part of the reason, I think, for Walton’s insistence on construing presumption this way is brought about by his commitment to a reading of the conclusion that detaches it from the premises. Thus, he is faced with a choice between the modal reading and the ‘force’ reading described above. I think he dismisses the modal reading because he realizes that it will lead back into probabilities, “plausible” meaning nothing more than “having a probability greater than 0.5”, thus reducing all presumptive arguments to inductive (but not necessarily statistical, in Walton’s terminology) arguments. Instead, he needs to find some speech act weaker than an assertion that can be used in conditions of less than total evidence and even in cases where there is hardly any evidence at all. Supposition won’t do because it is too weak – it does not transfer the burden of proof. Hence, Walton posits a presumption. The only effectual difference between the hedged assertion of a conclusion and an assertion of a hedged conclusion seems to be that the former keeps the discussion open in some sense and invites the asking of critical questions. This difference in itself seems to be there as a necessity of Walton’s theory – in particular because of his commitment to view both reasoning and argumentation dialogically – rather than a pre-theoretical datum that his theory accounts for. 

There is one more attempt that Walton might make, appealing to the partial nature of the statistical data. In the absence of total evidence, you can never really know how likely something is – it may be that the majority of birds are penguins, in which case “Birds fly” is false, even as a merely plausible generalization – but you might want to say that it holds in the circumstances under which it is normally observed and perhaps under which it is possible in principle to observe. This makes it something like a ceteris paribus law which continues to license inferences even while its ‘completer’ is progressively filled in. The well-known problem with such laws is their tendency towards vacuity, e.g., “Birds fly, except when they don’t”. I can see two possibilities here. One is that, assuming that you have good reason to believe the law, you can still provide statistical data of some kind or other as indicated above. Another possibility is to take an argument of this type as saying basically “There is an inductive or deductive argument for this, but I don’t know what it is, or it would take too long for me to give it”, i.e., a kind of signal that there is an argument, rather than an argument in itself. If you are nevertheless justified in believing that there is an argument for a particular conclusion from particular premises, even without knowing what it is or how you get from the premises to the conclusion, then you are justified in making the inferences licensed by that argument.10 This goes for deductive arguments as well; for instance, you may know that there is a mathematical proof of why first-order differential calculus works, but you do not need to reproduce or know what that proof is in order to be confident that the first-order derivative with respect to y of y2 is 2y. Once we have conclusively satisfied ourselves that something is true, we are often content to forget how exactly we reached this happy level of certainty.
In conclusion, not only do I fail to find any good reason to find presumptive arguments a distinct kind of argument, and presumption a distinct kind of speech act, it seems to me that for a presumptive argument to be used in a sincere attempt at persuasion there must be inductive evidence that it is probative or otherwise the concept of burden of proof becomes empty, and similarly that for a presumption to be performed successfully there must at least be evidence that there are reasons to think that it is true, even if you do not actually know those reasons and your evidence does not consist of those reasons. Using words like “typically,” “normally,” or “all else being equal” doesn’t really alter the issue. These can all be described in probabilistic or performative terms.
In addition, I believe that what Walton calls presumptive argumentation schemes can all be put into a form where a particular conclusion is drawn from an inductive generalization and other premises, and that the conclusion should not be detached. In other words, I think that the metalinguistic reading is the right one. All problems disappear if we take the probability to apply to the consequence relation, that is to say, the conclusion’s relation to its evidence or grounds, rather than the conclusion itself: A is true is probable relative to one expert’s testimony and improbable relative to the other expert’s testimony. Then there is no hint of contradiction. Toulmin warrants are a mistake: the conclusion follows from the data and the backing to an unknown but certain, mathematically determinable degree. This makes the argument itself a deductive one, even though its major premise is an inductive generalization. In my view, then, all argumentation schemes are deductive.11
ENDNOTES

1. This occurs in several places in Walton’s writing, e.g. in Walton (2006, 72) and Walton (1992, 21). 
2. This argument is deductive and not defeasible. It is not defeated even if we suppose that A is not G, and even suppose further that A is H and the conditional “If x has property H, then we can presume that x does not have property G” is true, since it does not follow that x being F has ceased to be a reason for inferring that x is G – it is simply that that reason has been trumped by better reasons, just as some duties are trumped by others without thereby ceasing to be duties. This is perhaps behind Whately’s point (cited in Godden & Walton 2007, 330-32) that presumptions are defeated by counter-presumptions. 

3. It is unclear from this what “x is typical” or, in the original formulation, “a typical x”, is supposed to mean, since x is an instance of a greater number of things, some of which it will be typical and some of which it won’t. But, if we go back to the Tweety example, it seems clear that it is supposed to mean “Tweety is a typical bird”, or more generally, “x is a typical F”.
4. There are two reasons why philosophers may not wish to call this kind of argument deductive. One is that we are not certain that the missing premise is true but only give it a certain probability of being true, and deductive entailments are concerned with preserving truth. This, I think, is slightly wrong; what a deductive entailment tells you is that the conclusion is as certain as the premises, and here the probability of the conclusion is the same as the probability of this missing premise, i.e., the probability of Tweety being a typical bird in the absence of any other knowledge about Tweety. The other reason is the fact that our evidence for this premise is only inductive (in the sense that the premise is the conclusion of a different argument involving statistical data that does not establish it conclusively), but this does not imply that the argument in which the premise figures is also inductive. Logic is indifferent to the source of the premises.

5. We might imagine a set of contraries such that one contrary was typical but the disjunction of all the other contraries constituted an overall majority. I do not think that Walton has anything like this in mind, and besides, typicality should be thought of here with regard to contradictories rather than contraries. Typicality itself can be described in terms of probability as follows: to say that something is typical is to say that properties that are distributed with high probability through the population of birds are distributed with an even higher probability in the population of those kinds of bird that are typical and a lower probability in the population of those kinds of bird that are not typical. Penguins are not typical birds precisely because properties like that of flight capability have a low (in this case, zero) incidence among them.
Perhaps part of Walton’s rationale for thinking that exceptions cannot be glossed probabilistically is that they concern “singular events” – like the non-barking of the dog in the night-time – which, because they are not repeatable, cannot be given probabilities. This is the kind of thing people like Dray used to say against the use of covering law models in the historical sciences – historical events are unique, unrepeatable, and generally unsuitable to be subsumed under laws. But, of course, all events in their full specificity are non-repeatable, but they are nevertheless examples of types of events (their attribute class) whose frequency of incidence within another type of event (the reference class) accounts for the strength of the inference. It can be concluded from the fact that the dog did not bark that it recognized the intruder because the incidence of dogs barking at intruders has a much lower frequency when they recognize the intruder than when they do not.
6. The substitution gives us 

(D) Tweety is a bird.

(W) A bird is almost certainly a bird that can fly.

So, (C) Tweety is almost certainly a bird that can fly.

and

(D) Tweety is a bird.

(B) The proportion of birds that can fly to birds is very high.

So, (C) Tweety is almost certainly a bird that can fly. 
It is also worth noting that (B) does not specify a numerical proportion or probability, but this does not make the inference any the less probabilistic or any more ‘plausibilistic’. So, no difference between inductive and presumptive arguments can be grounded on whether or not a numerical probability is involved, and, as was made clear earlier, Walton does not ground it this way. Nor does (B) have to be statistical data, according to Toulmin, but may be something like legal statutes that determine how we classify certain things.
7. I think this is what Walton means when he says that he identifies himself with the procedural school that wishes to show how defeasible (presumptive) reasoning works (Walton 1992, 18) in contrast to a semantic approach. Note that the generalization itself is asserted, not uttered as a presumption. The presumption is part of the content of the generalization, not its force. 
8. This seems to be true of all argumentation schemes and not just those that Walton has labelled presumptive, however. This in itself seems odd, but it could be said in his defence that deductive argumentation schemes have the force of both assertion and presumption but that, the force of presumption being weaker than that of assertion, the presumption is redundant in these cases.
9. Walton might point out that here the agent does not have dissonant attitudes towards the same proposition but the same attitude towards a proposition and its negation; in other words, he might try to drive a wedge between its being plausible that (G and its being implausible that G. But I fail to see how this could make the agent any more rational, even if it could be sustained, which I doubt it could be. 

10. Perhaps we might even consider it an argument such as:

There is a valid argument from which r can be inferred from p and q

p and q
Therefore, r

This is enthymematic as stated, but it seems clear that if I am justified in believing the premises then I am justified in believing the conclusion even though I am ignorant of the argument. The issue though remains what my evidence is for thinking that there is such a valid argument.
11. Actually, I think there are some arguments from analogy that are inductive.
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