CAN ‘BIG’ QUESTIONS BE BEGGED?
1. Introduction
Traditionally, logicians construed fallacies as mistakes in inference, as things that looked like good (i.e., deductively valid) arguments but were not. Two fallacies stood out like a sore thumb on this view of fallacies: the fallacy of many questions (because it does not even look like a good argument, or any kind of argument) and the fallacy of petitio principii (because it looks like and is a good argument). The latter is the concern of this paper.

One possible response is to say that the tradition is right about the concept of fallacy but wrong about its extension: petitio principii is not a fallacy. If the only proper ways to criticize an argument are to say that it is invalid or that it is unsound, and petitio principii is not criticisable on either of these counts, then calling it a fallacy is tantamount to saying we should prefer invalid or unsound arguments (Robinson 1971, 114). I will present a third way to logically criticize arguments and show that fallacious instances of petitio principii are so criticisable while other instances of petitio principii are non-fallacious; hence, this fallacy is not a reductio of the Standard Treatment.

It is not my intention in this paper to come out on the side of any of the competing theories – the Standard Treatment, the dialectical theories, and the epistemic theories – as general theories of fallacy. I show only that petitio principii can be handled by something closely resembling the Standard Treatment in so far as that, on entirely logistical principles, there can be made a distinction such that circular arguments form at best a degenerate kind of argument. Circular arguments look like good arguments but are not, not because they are deductively invalid (which they are not) but because they do not deserve to be called arguments at all. 
The Two Theories
First of all, let us look at how the dialectical/pragmatic theories and epistemic theories handle petitio principii. It will transpire that these theories distinguish between different kinds of cases falling under the descriptions (here taken to be interchangeable) of petitio principii, circular argument, and begging the question, and show how many of these cases are non-fallacious. I will be extending their conclusion even farther – except for some particularly trivial cases, none of these are fallacious. This will constitute one leg of my defence of the Standard Treatment of petitio principii and will be called the Unbeggability Thesis. But first, the theories.

a. The Pragmatic Theory

The pragmatic theory is the one most directly influenced by Hamblin (1970). Hamblin’s approach to fallacies was to see them as violation of rules of a question-and-answer game. This is also, it has been argued convincingly by Robinson (1971) and especially Hintikka (1987), how Aristotle saw them. The game of elenchus consisted of one party asking questions and another answering. The point of the game was to ask questions whose answers would commit the answerer to certain propositions, from which concessions the questioner would show that his (the questioner’s) thesis followed deductively. So, mistakes in inference were one kind of fallacy, but more normally the fallacy would involve asking a question that was somehow improper. One such question would be the questioner’s thesis itself, called by Hintikka the ‘big’ question. 
Big questions should never be asked at the outset, says Hintikka (1987, 219), for this is to ask the answerer to grant immediately what one is supposed to prove. Instead, big questions should be asked only after eliciting answers to ‘small’ questions. Hintikka, like Hamblin before him, sets out to devise a formal model based on the game of elenchus. This game is played with commitments, which are not beliefs but rather like descriptions of the beliefs that a speaker ought to have given what they have said.1 
Moves consist in asserting or questioning propositions. When asserted, the proposition is added to a commitment-store, and propositions that are shown to follow deductively (by asserting the propositions from which the conclusion follows and the inference by which they follow) are also added to the commitment-store. For instance, by stating A and A(B, where A and A(B are commitments, a player can also add B to the commitment-store. The other player is powerless to prevent this without being irrational, it being taken as a requirement of rationality that one must not knowingly hold inconsistent attitudes towards any proposition, where these attitudes could be belief, disbelief, or being uncommitted either way. A player is not held to be committed to all the logical consequences of their commitments, but they are, so to speak, committed to be committed to those consequences once made aware of them; refusing to do so is against the rules of the game, these rules being designed to formally model basic constraints on rationality by specifying the circumstances under which commitments can be added and removed, that is to say, which moves are permissible.

Amongst these rules Hamblin inserts some designed to forbid begging the question. The rules are (Walton 1987, 106):
(W) Why A? may not be used unless A is a commitment of the hearer and not of the speaker.
(R1) The answer to Why A? if it is not ‘Statement A’ or ‘No commitment A’, must be in terms of statements that are already commitments of both speaker and hearer.
In order to prove a thesis, it is useless to appeal to propositions that the questioner is not 
committed to, unless the questioner can be brought to be committed to them via commitments they do have by being shown how they follow deductively from those commitments (this is the relevance of R1). Obviously, a restatement of the thesis does not bring about such a commitment because if the questioner were already committed to the thesis, then (W) – which says that you can only question propositions that you are not committed to – would have made the question impermissible. The mere fact that the question has been asked entails that the questioner is in doubt over the thesis. Begging the question is thus a special case of a more general fallacy of using premises that are, for the questioner, as much in doubt as the conclusion. 
Instead of trying to set conditions on questions, Hintikka (1987, 219-220) suggests that we try to set conditions on the answers. Big questions will tend to have big answers, i.e., logical expressions of considerable quantificational complexity. Such complexity should be broken down by eliciting answers to small questions, each of which should contain ideally one presupposition to be established by the answer.
In Walton’s theory, it is only in a persuasion-dialogue that begging the question occurs, because the procedural rules of persuasion-dialogues (but not of other kinds of dialogue) demand that arguments fulfil what he calls a probative function. One of the initial conditions to be in a persuasion-dialogue is that the audience be in doubt about the conclusion. To support this he gives a variation on a well-known circular argument:

Ella: God exists.

Brad: How do you know?

Ella: The Bible says so.

Brad: How do I know what the Bible says is true?

Ella: Because the Bible is the Word of God.

 (Walton 2005, 97)
If Brad were doubtful about whether God exists then they are in a persuasion-dialogue and Ella’s argument would be completely ineffective in persuading him otherwise, which is to say that it could not fulfil its probative function as the procedural rules of persuasion-dialogues demand. But, says Walton (2005, 100-106), if Brad were a believer who was committed to the truth of the Bible then they are not in a persuasion-dialogue but in another kind of dialogue whose rules do not make the same demand on the argument; hence, the circularity in this case is not vicious, but serves perhaps to remind Brad of his commitments. 


What kind of circularity is exhibited by this argument? There are two kinds of circularity: equivalence circularity and dependence circularity. Equivalence circularity occurs when a premise and the conclusion are identical. There are two subtypes of equivalence circularity corresponding with two ways that they can be identical. They may be orthographically identical, e.g., “Auckland is in New Zealand; therefore, Auckland is in New Zealand” (Walton 2005, 86), in which the same proposition is expressed in the same way.2 The God and Bible case is not circular in this way.
More interesting is when the same proposition is expressed but in a way that is less obvious; in this context it may persuade despite being circular.3 Unlike the New Zealand example, this more complex case does seem to involve claims – namely that certain identities or synonymies obtain – whose persuasiveness need not be pernicious. The case is clearer when the identity is not a synonymy but a mere co-referentiality. Consider a case of Sinnott-Armstrong’s:
Ohio is the Buckeye State

Mary lives in Ohio
Mary lives in the Buckeye State
Sinnott-Armstrong (1999, 176-77) points out that if the audience believes that the first premise is false then the argument lacks any power to persuade them, but if they are simply uncommitted either way then they might believe that the argument is sound and thence that the identity statement (“Ohio” = “The Buckeye State”) is true. The audience’s belief that the arguer is justified leads, in this case, to their own justification. Woods and Walton (1975, 107-108) make much the same point. Whether a fallacy has been committed depends on the specifics of the situation, that is to say, what the audience believes for Sinnott-Armstrong, or what is in their commitment-store for Walton. The God and Bible case could, I think, be interpreted as circular in this sense.
This suggests that a rule such as Hamblin’s R1 forbidding appeal to commitments that the audience does not already have is too strong; it is preferable to appeal to such commitments when available, but it seems at least permissible to appeal to other propositions, such as the arguer’s own reasons for believing his thesis which otherwise the dialogue rules may prevent him from expressing. Sinnott-Armstrong calls this arguer justification. Often an audience may be interested in an arguer justification even if they already believe the thesis, which implies that a dialogue rule such as Hamblin’s W prescribing that you can only question what is not in the commitment-store is likewise too strong. This, I believe, is the main problem with the pragmatic theory as it currently stands. Because arguer justification is a permissible strategy many instances of equivalently circular argumentation are not fallacious, as the example above suggests.
In contrast to equivalence circularity is dependence circularity. This occurs when our evidence for the conclusion is the same as (or perhaps only partially overlaps) 
our evidence for the premises.4 If there is no piece of evidence by which we might establish the premise without at the same time establishing the conclusion then the argument is inevitably circular and it would be begging the question if used in the context of a persuasion-dialogue. If there is such a piece of evidence, then it is not inevitably circular, and whether it begs the question depends on whether that alternative is actually used by the arguer (Walton 2005). The God and Bible case might also be interpreted as circular in this sense.
Ella’s argumentation can be interpreted as an instance of both kinds of circularity, then. How is “The Bible is the Word of God” to be taken? If it is to be taken as an instance of “God verb-ed the Bible” then there is an inference from this to the conclusion “God exists”. Depending on whether you take the existence of the subject to be given by logical implication or only by some weaker principle (e.g. implicature), “God verb-ed the Bible” could be taken respectively as only orthographically distinct from “God exists and God verb-ed the Bible,” in which case this is a case of equivalence circularity, or as a dependence circularity since any evidence for “The Bible is the Word of God” is also evidence for “God exists”. However, it should be noted that on both of these interpretations what the Bible actually says is not such a piece of evidence and is in fact irrelevant; it could just as equally say “God does not exist”. If this is how Ella means her argumentation to go, then it seems to me that Ella has at least broken a conversational maxim by adding a premise that is redundant but that appears to do some work, or she believes that it does do some work, in which case this is a serious error in reasoning. She has failed to justify herself and I do not see that any difference in context protects her from this criticism.

Since the Principle of Charity would tell us not to interpret arguments in a way that makes some its premises redundant, we should perhaps interpret it, as Walton suggests, as an argument from testimony. Now “The Bible is the Word of God” means only something like “The Bible is full of wise sayings”. Now the argument is not circular at all and depends for its probative force entirely on one’s reasons for thinking this premise to be true.
If we take an argument as dependence circular then the next question is whether 
it is inevitably circular. Perhaps it might be argued that there are certain types of claims, like those of a religious sort, or just certain situations, for which there could never be any evidence unless you had a prior belief in at least some of these claims. To use such claims in argumentation would not only be circular but inevitably circular. I will not use Walton’s examples, but one from Sanford (cited in Ritola 2003, 6):
1. All the members of the club attended the University of Texas.

2. Twardowski is a member of the club.

3. Therefore, Twardowski attended the University of Texas.

We assume that the reason that we believe (1) is because we are personally acquainted with each member of the club, including Twardowski, and have established that they attended the University of Texas. This means that (2) and (3) would be among our premises for (1) were (1) to be our conclusion. Ignoring inductive arguments from an incomplete enumeration, this is also our only evidence for (1) in so far as (1) cannot be established conclusively without it. Therefore, it is argued, the argument is inevitably circular, and when used in a persuasion-dialogue it begs the question. 
In some of Sanford’s test cases based on this argument there is also a bylaw of the club to the effect that only former attendees of the University of Texas are eligible for membership. This would provide independent evidence for (1), so in these contexts the argument is not inevitably circular. Is it vicious? Before answering that question, we need to look at the second theory.

b. The Epistemic Theory

The epistemic theory also finds its source in Aristotle. In a demonstration, that which does the demonstrating must be better known, better established, or less doubtful than that which is being demonstrated. If you use the conclusion as a premise then you are using as a premise something which is just as doubtful as the conclusion, because it is exactly the same as the conclusion.5 Interpreting the purpose of arguments as to bring about a change in belief, e.g., an increased credence in the conclusion (or in Bayesian terms, a posterior probability higher than the prior probability), an argument begs the question if it fails to achieve this purpose when addressed to a rational believer.
There are two forms of the epistemic theory: the subjective epistemic theory and the objective epistemic theory. The subjective theory is expounded by Sanford, Sinnott-
Armstrong, and Ritola among others. Sanford’s conditions for a good argument are:
(1) Constitutive Conditions: (i) p; 
(ii) p implies q
(2) Epistemic Conditions: (i) S believes that p;
(ii) S believes that p implies q
(iii) S does not have either of these beliefs because he already has q. (Ritola 2001, 299)
In the case of question-begging 2(iii) is violated, and it should be noted that there is some ambiguity in this ‘because’. It seems very much like a causal relation. If so, the arguer in the Twardowksi case begs the question because her belief that Twardowski attended the University of Texas partially caused her belief that all the members of the club attended the University of Texas.
Whether or not an argument achieves the purpose of causing its audience to modify its beliefs should not be a criterion of the goodness of the argument, Biro and Siegel (2006) object, because a perfectly good argument may fail to achieve that effect due to some interfering cause (e.g., the audience might be distracted), and a bad argument may achieve the effect. In the final analysis, when causal relations are the issue, anything can cause anything. Also, it makes whether a fallacy has been committed objectionably dependent on the order in which beliefs are acquired (Ritola 2003, 2-5). In short, the subjective theory is just too subjective: fallaciousness is relativized to psychological facts about the particular audience. Instead, Biro and Siegel support the objective epistemic theory which claims that “fallaciousness is a property of arguments in a context and is independent of the beliefs of their users” (Biro and Siegel 2006, 95). An argument is good if it argues from the less knowable to the more knowable, and given a particular context these are objective epistemic facts as opposed to facts about the causal history of the audience’s psychological states. Such an argument is, in Biro’s words, epistemically serious. This is similar to Robinson’s (1971) suggestion that when the goal is to discover the truth rather than to win a game of elenchus, rules such as those given in formal dialectics are irrelevant.
The Twardowski case was given by Sanford as a crucial experiment to decide between the two epistemic theories. Sanford and Biro agree that the argument is question-begging when there is no bylaw and the arguer knows that all the members of the club attended the University of Texas on the grounds that she knows that Twardowski attended the University of Texas. The crucial case leading to differing verdicts is when there is such a bylaw but it is not by knowing the bylaw that her belief that all the members of the club attended the University of Texas is caused; her belief is actually caused in the same way as before. Surely, Sanford concludes, our intuitions about question-begging are likewise the same as before – it is what is actually known and how it is known that counts, not whether it is knowable. Biro is committed to the position that this is not question-begging simply because of the existence of the second source of evidence, even though it is not used. In the end, the subjective theorist would say, appeal to the arguer’s beliefs is ineliminable.

c. The Rise and Fall of Twardowski

Is the arguer in the Twardowski case begging the question? Is the circle vicious or benign? For Walton (2005, 88-89), Sanford (1988), Sinnott-Armstrong (1999, 179-180), and Ritola (2006, 6) whether the argument is question-begging depends on whether the arguer uses the alternative source of evidence. If somebody believes (1) on the basis of the bylaw then they learn something about Twardowski given this argument, but if they believe (1) on the basis of enumeration then they do not (Ritola 2006, 6). The pragmatic theory and the subjective epistemic theory concur that only in the latter case does the argument beg the question. The dissenting voice is the objective epistemic theory which holds this relativism objectionable. I will argue later that these two cases offer tacitly different arguments and hence can still be distinguished on a logistical criterion without appeal to psychological states, but that neither case amounts to a fallacy.

As a way of giving the intuition about the problematic case its due, Biro and Siegel (2006, 95-96) claim that there is a distinction between an arguer begging the question and an argument begging the question. They concede that the arguer begs the question in the problematic case, but the argument itself, they say, does not beg the question as long as there is another source of evidence for the premise that makes it reasonable to believe it without believing the conclusion. It follows that, for them, only inevitably circular arguments can beg the question. 
I am dubious whether there are any inevitably circular arguments. We only need an independent reason to believe something to be true, and not an independent reason for its being true. For any arbitrary p and q, p├ q(p. For example, my reason for believing that all the members of the club attended the University of Texas could be that I read it in my tea-leaves. Now, one may say that my belief is unjustified in being based on a bad reason, but this is not the same as committing a fallacy. I do not see why the context has to provide such a reason; it is enough that the existence of such a reason cannot be logically ruled out, and the existence of such a reason can never be logically ruled out, some philosophers even claiming that the fact that someone believes a proposition is in itself a reason to believe it and hence that it is not irrational to argue in this way. Even if this claim were false, they would still be rational from their own point of view. So, if Biro and Siegel are right, it is impossible for circular arguments of this kind to beg the question at all. And I think this is right.
At least, the reasoning in the last paragraph seems valid when p is a compound proposition, which is only to say that it is the answer to a big question, where “big” means here not only that it is the thesis but that it has, as Hintikka says, “quantificational complexity”. But consider the following argument: {c, c(p, p(q, q(c}├ c. This is clearly circular, but I would deny that it is the same as, and as useless as, c├ c, because it also makes other claims, namely that ├ c(p and ├ c(q as well as the ‘logician’s hypothetical’ ├ {c ( (c(p) ( (p(q) ( (q(c)} ( c. It seems to me that any reason that you have for believing either p or q is a reason for believing c, and conversely any reason for disbelieving p or q is a reason for disbelieving c. So, if p or q is inconsistent with any of your current commitments then you should not commit to c. The resemblance of these cases to the non-fallacious cases of equivalence circularity (especially those where identity statements are the issue) should be striking. The arguer has still provided some ‘arguer justification’ – shown that his commitments are at least consistent, and helpfully provided a means to criticize them. Intuitions that no probative function can be fulfilled here are based, I think, on a foundationalist view of justification; I think that it is largely this that drives the dialectical models and it drives them into the wrong lane. It is undoubtedly better to use propositions your opponent is committed to, and you commit a pragmatic error if you do not take this course when it is available and you know that it is available, but it seems at least permissible to use propositions that you alone are committed to and about which the audience is in doubt. In such a context, can we even say, as Biro and Siegel do, that the arguer has begged the question?
What does the arguer’s begging the question amount to in this case? Obviously, the arguer has made a mistake. When asked “Why do you think that Twardowski attended the University of Texas?” the simplest, strongest, and most natural answer is “Because I am acquainted with Twardowski, and I happen to know this about him”, or, speaking less formally, “He told me so”. It is difficult to imagine the arguer answering in the way presented in the example anywhere else than in a philosophy paper. Even so, her mistake is simply not to give the best answer she could have done, thereby violating a conversational maxim or two, but surely without committing a fallacy. Hence, neither the argument in context nor the arguer begs the question.
I will show now that, even if I am wrong about my judgments about whether a fallacy has been committed, the difference between using and not using the bylaw can in any case be made on logistical grounds alone. It is worth noting in this regard that, as it stands, there is no immediate inference from (1) “All the members of the club attended the University of Texas” to (3) “Twardowski attended the University of Texas” because (1) does not guarantee that there are any members of the club. If the arguer knew (1) on the basis of the bylaw, in contrast to knowing through enumeration, then she would still not know that there are any members of the club until she learnt that Twardowski (or someone else) was a member of the club. Perhaps it might be objected that this is a shortcoming of logic that we are forced to use (x. F(x)(G(x) both for cases where we know there are Fs and when we don’t. In our own reasoning, it might be said, we make the inference from (1) to (3) by simplifying the conjunction ““Liesnowksi is a member of the club and a former attendee of the University of Texas” and … and “Twardowski is a member of the club and a former attendee of the University of Texas””. Our belief in (x. F(x)(G(x) commits us to be non-committal towards the existence of Fs whereas our other beliefs commit us to the existence of Fs. This is similar to a complaint in Woods and Walton (1975, 110-113) about disjunctive syllogism. If we believe p(q, then we seem to be committed to being non-committal towards either of these, taken individually, being true. But if we then believe (p then we are committed to p being false. To be committed and non-committed to a proposition at the same time is, they say, indefensible. 
I suggest that the easiest solution to this problem is to change the conditional from a categorical implication to a probabilistic one, i.e., into a statement saying that “All of the members of the club that I have observed have been former attendees of the University of Texas” to be symbolized by (x. F(x)(1.0G(x). A probability statement is, by definition, a statement about a non-empty set (viz. a frequency series), so although universally quantified, this statement cannot be vacuously satisfied and is logically equivalent to a (perhaps infinite) conjunction. This would better represent our actual reasoning in the case of knowing through enumeration. 
If this is so, then the difference in verdicts we entertain between the cases when we know through enumeration (which is said to beg the question) and when we know through the bylaw (which is said not to beg the question) is because the arguer is offering tacitly different arguments, i.e., arguments with different logical forms. But, to repeat, I deny that the arguer or argument has begged the question even in the first case, although he has committed a pragmatic error.
My preliminary conclusions are these:

THE UNBEGGABILITY THESIS: Big questions, which I take to be questions with multiple presuppositions, cannot be begged. 
THE TRIVIALITY THESIS: The only question-begging arguments are particularly trivial cases of equivalence circularity where there is only one premise with one presupposition.
What I have said so far has been in support of the Unbeggability Thesis. What I have to say now will concern the Triviality Thesis and show, as promised, that the fallacious instances of question-begging arguments can be identified by a purely logistical criterion.

3. The Third Theory
Petitio principii is a logical fallacy. How can that be, when it is a clearly valid argument? The answer is: it is not an argument, but only purports to be. “An argument,” Hamblin (1970) tells us, without apparently appreciating its significance, “is more than just a collection of statements. 'P, therefore Q' states P and states Q, but there are other ways of stating P and Q that do not amount to arguing from P as a premiss to Q as a conclusion.” Contrary to Robinson (1971), there is a third way to criticize an argument other than that it is invalid or that its premises are false, and this is to say that it is just a collection or set of statements, rather than a structure of statements that are related to one another. I will propose that the word “argument” be limited to such structures.

The idea behind this should be fairly familiar, and is mentioned by Robinson (1971, 113) as the difference between something being assumed and entailed, and by Mill (1882, 140) as the difference between being asserted in the premises and being involved in them by implication. If we have the argument p├ p then the conclusion merely re-asserts the premise; we can say that premises and conclusion are ‘├’ contexts, ‘├’ to be read as Frege’s assertion-sign. Similarly in p(q├ p the conclusion re-asserts what has already been asserted, since each conjunct of a conjunction is itself asserted when the conjunction is, meaning that they also occupy ‘├’ contexts. As Mill (1882, 69) says: 
[W]hen the two or more propositions . . . are stated absolutely, and not under any condition or proviso, it is not a proposition at all, but a plurality of propositions; since what it expresses is not a single assertion, but several assertions, which, if true when joined, are true also when separated. But there is a kind of proposition which . . . consist of several propositions . . . but one assertion; and its truth does not at all imply that of the simple propositions which compose it. . . . [W]hen the simple propositions are connected by the particle or; as, either A is B or C is D; or by the particle if; as, A is B if C is D. 
Hence, in p, p(q├ q, the conclusion does not re-assert what has already been asserted in the premises, although the conclusion is entailed by (implicated/contained in) the premises. Unlike a conjunction, the antecedent and consequent of a conditional are not asserted when the conditional is, meaning that they occupy an ‘─’ context, ‘─’ to be read as Frege’s content-stroke.6 

It is slightly curious that although well-aware of this distinction, nobody seems to have thought it to have any significance. Mill (1882, 140) calls this “a mere salvo” to which “it is impossible to attach any serious scientific value”. But I think that it marks an important structural difference. Consider the argument p(q, r├ q(r. To discover whether this argument is valid, all that we have to do is to count up and compare the simplest logical expressions that are asserted by the premises with those asserted by the conclusion. Here {p, q, r} are asserted by the premises and {q, r} by the conclusion, and clearly {q, r} ( {p, q, r}, or to put it equivalently {q, r} ( {p, q, r} = {p, q, r}. Hence, the conclusion does not assert anything that was not already asserted and a trivial piece of set-theory decides validity without the use of any rules of inference at all. Most importantly, this is a set, which is to say that it is unstructured and any logical relations that may hold between the different things asserted become, so to speak, incidental. It seems strange to me to say, in such a situation, that the conclusion follows from the premises – it is simply something that happens to be true along with some other things that happen to be true. Obviously, p, p(q├ q does not lend itself to the same treatment: the premises assert only the set {p, p(q} which assertions are independently powerless to give the conclusion and must be combined by the rule of modus ponens – a rule which, unlike the rule of simplification, is able to change something from an ‘─’ context (the consequent of the conditional) to an ‘├’ context (the conclusion).
Although the rules of inference preserve truth when interpreted as truth-functions, they do not all preserve unassertedness, as I have already shown in the case of modus ponens. The rules of inference (-Introduction and (-Elimination preserve unassertedness (in the sense that they contain only ‘├’ contexts, so there is no unassertedness to preserve), so p, q ├ (p ( q) and (p ( q) ├ p are no more arguments than p├ p is. I suggest that the validity of argument-forms be defined as follows:

(AFV) Either

i) If there is an empty sequence of rules of inference that, when applied to the premises, result in the conclusion, then this is not an argument-form at all; OR
ii) If there is no sequence of rules of inference that, when applied to the premises, result in the conclusion, then this is an invalid argument-form; OR
iii) If there is a finite, non-empty sequence of rules of inference that, when applied to the premises, result in the conclusion, then this is a valid argument-form.

A sequence is empty when it consists of applications of rules that preserve the unassertedness of operands. We can say generally that if the conclusion is a member of the closure of the premises under the rules preserving unassertedness then we have circularity; hence, circular arguments are not valid arguments not because they are invalid but because they are not arguments7 – not substitution-instances of an argument-form at all as captured by condition (i). All the following are instances of empty sequences. In the argument p, q├ (p ( q) the operands in the conclusion are asserted because part of a conjunction, and are also asserted in the premises. We can also add double-negation to this list: ((p, q├ (p ( q). I am inclined also to think that (-Introduction also should not count – the argument p├ (p ( q) seems as uninformative as the rest, and although here p goes from being asserted in the premises to being unasserted in the conclusion, this shows only that (-Introduction does not preserve assertedness, but it does preserve unassertedness, and this is what is required. A sequence is non-empty when it consists (not necessarily exclusively) of applications of rules that do not preserve the unassertedness of operands. An argument is valid if it is a substitution-instance of a valid argument-form, and invalid if it is a substitution-instance of an invalid argument-form.

Earlier I suggested that arguments of the form “p, q(p; therefore p”, “p, p(q; therefore p” and “p, q; therefore p” are not question-begging, but now I am saying that they are not even arguments. They may still be probative, since even if it is incidental that p and q are true in all of the same, or even some of the same, models, or even if I only think they are, I may still consider evidence that makes q more likely as also making p more likely, and I am not irrational in doing so.
The Triviality Thesis stated that only “p; therefore p” begged the question. Why doesn’t the same strategy work here as before, since even this is not inevitably circular and we could always add q(p? Indeed, typically this is possible. Suppose that q has presuppositions s1 and s3 and p has presuppositions s1 and s2.  A piece of evidence that makes me think that s1 is true will be a reason to think that the conclusion is true and that the premise is true, and if every piece of possible evidence is independently evidence both for the premise and for the conclusion, then we have a dependence circularity. But here there is possible evidence for the premise that is not independently evidence for the conclusion but only by virtue of its being evidence for the premise, because the sets of presuppositions overlap but neither is contained in the other. For instance, a piece of evidence that makes me think that s3 is true will be a reason to think that q is true, which will be a reason to think that s1 is true, which will be a reason to think that p is true.8 Even “Auckland is in New Zealand; therefore, Auckland is in New Zealand” is not question-begging since it presupposes that two things exist and that they are kind of things that can be related by “in”. This makes it quantificationally complex. An additional premise like “Peter Jackson comes from New Zealand” does offer weak inductive support to the conclusion since it would show that there is such a place as New Zealand. So this circularity is not question-begging. However, this situation is ruled out if p is atomic and has only one presupposition, because then if that presupposition overlaps with the presuppositions of another proposition it will necessarily be contained completely within them. 

So, the Triviality Thesis should really state: ““p, therefore p” always begs the question if p is atomic and the premise and conclusion express the same proposition in the same way. Otherwise, it never begs the question.” It is not the arguer, the argument-in-context, or even – on my revised definition – the argument that begs the question, but the set of propositions or pseudo-argument. From the Unbeggability Thesis we know that other forms of circular arguments do not beg the question either. This means that we have a purely logistical criterion for when the question has been begged.
4. Can big questions be begged?

In a word, no. Although the fallacy theorists have followed Hamblin in complaining about the inadequacies of deductive logic for dealing with fallacies, they have nonetheless retained deductive logic’s concept of justification as an entirely linear process. If p justifies q, then q cannot justify p, so they say. Now, although I would not like to endorse a fully coherentist theory of justification, I certainly do think that considerations of coherence make some difference to what propositions it is rational for us to accept. A proposition cannot bootstrap itself into higher and higher degrees of credence by cohering purely with itself, but an extended circle that leads back to itself does, it seems to me, lend credence to it. For suppose that one were to discover an error in inference that broke the circle, or evidence against one of the propositions in the circle. Certainly, this would be reason to lower credence. At the very least, in giving such an extended circle, a speaker does not seem to be committing a fallacy but in fact opening himself up to criticism in the spirit of critical discussion, and his willingness to do so – instead of blandly repeating himself – is itself a reason to give it credence. Arguer justification is not fully separable from argument justification and dialogue rules that rule out (in some cases) arguer justification do not seem adequately motivated.9
Big questions cannot be begged because, by definition, they contain multiple presuppositions, and it is always possible in principle to find another proposition whose presuppositions overlap them in the required way. Of course, people may argue in stupid ways, but they can do so without committing fallacies; for instance, by trying to give a deductive argument when a simple observation-report would have done. Although many instances of petitio principii that traditional approaches would have considered fallacious are not, the fallacy itself (as described by the Triviality Thesis) is still in the extension of the word “fallacy”. The Standard Treatment has life in it yet.
ENDNOTES
1. In Hamblin’s game the questioner and the answerer each have their own commitments, while van Eemeren and Grootendorst (1987, 288) appeal instead to the commitments that they share in common. It makes little difference to the illustration. 
2. Sinnott-Armstrong (1999, 175) calls these arguments strongly circular. Note that orthographic identity on its own does not guarantee the identity of propositions expressed, because of the possibility of ambiguous terms etc. 
3. Walton (2005, 87) gives Whateley’s example: “To allow every man an unbounded freedom of speech must always be, on the whole, advantageous to the State; for it is highly conducive to the interests of the community, that each individual should enjoy a liberty perfectly unlimited, of expressing his sentiments.” Unbounded freedom of speech and unlimited liberty of expressing his sentiments express the same thing, as do (perhaps less plausibly) the advantage of the State and the interests of the community, so the premise and conclusion are equivalent.
4. Woods and Walton (1975, 109) give three definitions for dependence circularity:

(CD) The conclusion entails some premises-conjunct.

(CDE) In order to know that some premiss-conjunct is true, a must know that the conclusion is true. 
(CM) There is some premiss-conjunct that can be known to be true only by inference from the conclusion. 
I will be arguing later that (CDE) and (CM) can only be satisfied if the conclusion is atomic. Otherwise, there will always be another source of evidence that is independent of the conclusion, even if this evidence is not objectively good evidence. Horoscopes are not fallacies – they are just ill-supported by the balance of evidence.
5. Some things cannot be demonstrated because they are self-evident, which is to say they can be proved through themselves. So, pragmatically speaking, begging the question could be seen as presenting as self-evident something that is not. But this relies on a problematic notion of self-evidence. 
6. Equally for the disjuncts of a disjunction, and other logical formulae that may be seen as conditionals in disguise, e.g., the negation of a conjunction.
Frege shows some indications of giving this distinction its due, hence my use of his assertion-sign “├” as an indicator of a context whose contents are asserted. Now we could write for a conjunction ├(├p(├q) to show that the conjunction is asserted and each conjunct is also asserted. A disjunction would be written as ├(p(q). This suggests further that what the (-operator takes as its operands are not propositions but, as Mill (1882, 70) suggests without elaborating, names of propositions.
This suggests another why by which we might try to get around Woods & Walton’s (1975) problem of indefensibility with regard to the disjunctive syllogism – we do not have inconsistent attitudes towards p, but an attitude towards p and an attitude towards “p”. When the rule of inference is applied but not before, the true disjunct is disquoted.
The assertion-sign fell into disuse following criticisms of Wittgenstein in the Tractatus Logico-Philosophicus, and in one sense he was right: truth-valued logic is only concerned with truth and not with unassertedness. All of the rules for the logical operators preserve truth, so if truth is all we are concerned about, we need not make any distinction. One might consider asserted and unasserted as uninterpreted symbols in the metalogic that, in truth-valued logic, are given the same interpretation, thus collapsing the distinction, yet the distinction remains at the most basic syntactical level of the argument-form; it is not dependent on considerations of truth or informativeness, although it can be used to capture a notion of informativeness in a suitably interpreted epistemic logic.
7. We may unproblematically continue to speak of valid pseudo-arguments, for example, defining validity at the semantic level as the truth of the premises necessitating the truth of the conclusion, or one of the many variations thereof.
8. This is basically the thought, remarked elsewhere, that p(q├ p is circular if the arguer believes the conjunction because he believes p, but not if he believes the conjunction because he believes q. I say that it actually depends on the quantificational complexity of p and q but does not depend on the actual route the arguer takes to his belief. If he gives the argument p(q├ p when his evidence is for p rather than q, then he has acted inappropriately in providing redundant argumentation, but has not committed a fallacy.
9. Ritola (2003), in trying to find a way between the relativism of Sanford’s approach and the counter-intuitiveness of Biro’s verdict, introduces a knowledge-base into which new propositions can be added when they can be shown to follow from propositions that are already in the knowledge-base. Evaluation of the argument is relative to this knowledge-base but not to the beliefs of the arguer. If a proposition is in question, you beg the question if you try to insert it without showing that it follows from propositions already in the knowledge-base, or if you use it as a premise to try to insert some other proposition. This way does not seem to allow for arguer justification either. 
REFERENCES
Biro, John and Siegel, Harvey. 2006. In defense of the objective epistemic approach to argumentation. Informal Logic vol. 26 no. 1
Hamblin, C.L. 1970. Fallacies. London, UK: Methuen
Hintikka, Jaako. 1987. The fallacy of fallacies. Argumentation 1

Ritola, Juho. 2003. Begging the question: a case study. Argumentation 17

__________.2006. Yet another run around the circle. Argumentation 20
__________. 2001. Wilson on circular arguments. Argumentation 15
Robinson, Richard. 1971. Begging the question. Analysis vol. 31 no. 4
Sinnott-Armstrong, Walter. 1999. Begging the question. Australasian Journal of Philosophy vol. 77 no. 2
Truncellito, D.A. 2004. Running in circles about begging the question. Argumentation 18

Walton, Douglas. 1985. Are circular arguments necessarily vicious? American Philosophical Quarterly vol. 22 no. 4

_______________. 1994. Begging the question as a pragmatic fallacy. Synthese 100
_______________. 2005. Begging the question in arguments based on testimony. Argumentation 19
_______________. 2006. Epistemic and dialectical models of begging the question. Synthese 152
Woods, John and Walton, Douglas. 1975. Petitio principii. Synthese 31
PAGE  
1

